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Figure 1: Some example code-mixed tweets from
English-Hindi bilinguals. Hindi words are in italics.

Huge traffic restrictions
for PM’s visit to #blast
site mean deserted roads in
#Hyderabad. ‘‘Itna sanaata
yon hai bhai?’’

Translation: Huge traffic restrictions for Prime Minister’s visit to the blast site mean deserted roads in Hyderabad.
“Why is there so much silence, bro?”

MMS will go to
#HyderabadBlast site to
take jayeja of area & say
Hazaaron Jawabon Se Acchi
Hai Meri Khamoshi #ThikHai

Translation: MMS (name of a politician) will go to #HyderabadBlast site to take a survey of the area and say “My silence is better than a thousand answers.”
#ThikHai

A Examples of English-Hindi bilingual
tweets

Figure 1 presents examples of some typical English-Hindi bilingual tweets occurring in SMC.

B Tweet type distribution in dataset

The details of the number and % of tweets falling in each of the six tweet categories introduced in section 4 of the main text are presented in table 1.

<table>
<thead>
<tr>
<th>Type</th>
<th>Number of Tweets</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>En</td>
<td>597162</td>
<td>82.35</td>
</tr>
<tr>
<td>Hi</td>
<td>23237</td>
<td>3.2</td>
</tr>
<tr>
<td>CME</td>
<td>28702</td>
<td>3.95</td>
</tr>
<tr>
<td>CMH</td>
<td>36268</td>
<td>5.00</td>
</tr>
<tr>
<td>CMEQ</td>
<td>3173</td>
<td>0.44</td>
</tr>
<tr>
<td>CS</td>
<td>36637</td>
<td>5.05</td>
</tr>
</tbody>
</table>

Table 1: Number and percentage of tweets in each of the six categories in which the tweets are labeled.

C List of frequent 230 nouns

The list of 230 nouns that we obtain in the first step of our target word selection scheme can be found in following box.

D Grouping for target word selection

In order to select set of target words we constructed a feature vector for each of the 230 nouns followed by a K-means clustering. The procedure is as follows.

Construction of feature vectors – We represent a context feature for a target word as a tuple \( \{P_b, P_a\} \) where \( P_b \) is the language tag for the word before the target word (i.e., the left context) and \( P_a \) is the language tag of the word after the target word (i.e., the right context). Each of \( P_b \) and \( P_a \) can be either “E” indicating English, “H” indicating Hindi or “$$” indicating the boundary (i.e., beginning or end) of the tweet. Thus, we have eight feature combinations of the left and the right contexts of a target word – “EE”, “HH”, “EH”, “HE”, “$$E”, “E$$”, “$$H”, “H$$” while “$$$$” is not possible. For every target word, we compute the percentage of occurrences of each of these combinations.

Note that we compute these percentages from the three different categories of tweets – CME, CMH and CMEQ. Thus, for every target word we have a final feature vector of length 24, each entry denoting the percentage of one feature combination in a particular tweet category. We show example feature vectors for some words in figure 2.

K-means clustering – We use the feature representation of the words to cluster them into contextually similar groups. We use K-means clustering (Hartigan and Wong, 1979) for this purpose. We vary the value of \( K \) and using the traditional elbow method (Tibshirani et al., 2001) we obtain 15 as the optimal value of \( K \). This process therefore groups the 230 nouns into 15 different clusters.

E Age-wise distribution of survey participants

The age wise distribution of survey participants are presented in figure 3. It was on this basis of this distribution that the participants were classified into two classes (young and old).

F Ranked order histograms of target words

The ranked order histograms of 57 candidate words according to LPF, UUR and the baseline metric are given in Figure 4.
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