A Details of Sentiment Analysis Service

Figure 1 shows a screenshot of the tweet search/analysis service in the company that provided us the datasets. The service retrieves Twitter’s tweets for given queries from a search index consisting of the Japanese portion of the Firehose data and presents them in a timeline manner. In addition to the timeline, as in the sentiment widget at the bottom right of the screenshot, it provides information with regard to sentiment over the query word, i.e., aggregating sentiment labels of the retrieved tweets into ratios. The green right part of the pie chart represents the percentage of positive sentiment, and the red left part corresponds to negative sentiment. The chart at the bottom shows how these ratios change depending on time.

What a user wants to know by searching on this service is, in many cases, what other people are thinking or feeling about a topic word (e.g., a musician, pop star, TV program, sports match, natural disaster, or current event), and this functionality serves the “feeling” part of user needs. To prepare sentiment labels in advance, a sentiment classifier resides in the backend system built on Apache Kafka\(^1\) and Apache Storm\(^2\) and labels each incoming tweet as either positive, negative, or neutral before it is indexed. Therefore, for this system, the message-level sentiment-analysis performance needs to be improved to make the aggregated percentages of the labels more accurate.

B Details of Proposed Method

Our approach consists of two steps: RNN pretraining and sentiment classification. We describe the RNN encoder-decoder dialog model, which is essential to the pretraining step, in Section B.1 and describe our contribution in Section B.2.

---

\(^1\)https://kafka.apache.org
\(^2\)https://storm.apache.org

B.1 Dialog Model

We first train an RNN encoder-decoder dialog model (Sutskever et al., 2014) using unlabeled conversational data, e.g., from Twitter, including a large number of tweet (source tweet) and reply (target tweet) pairs. The resultant dialog model can make a prediction about what is likely to come to the target side conditioned on a source tweet. In this section, we use the term “tweet” to make the explanation more precise even though our method is also applicable to other types of conversational pairs of conversational posts.

Figures 2(a), (c), and (d) illustrate the typical structures of RNN encoder-decoder dialog models. The encoder RNN consumes a source tweet and produces its vector representation, and the decoder RNN makes a prediction over the target side on the basis of the encoder’s output.

Now let us assume that we are evaluating how appropriate a target tweet \(v\) is according to an RNN encoder-decoder model given a corresponding source tweet \(u\), i.e., computing \(p(v|u)\). For the preprocessing, we encode tweets into se-
sequences of token IDs that belong to a vocabulary of size $K$, $V = \{1, \ldots, K\}$; thus, mapping $u$ into $(u_1, \ldots, u_{T_u})$ and $v$ into $(v_1, \ldots, v_{T_v})$. The vocabulary includes a NULL token representing the start and end of the tweet.

First, the encoder RNN with a transition function $\phi_{\text{enc}}$ reads a source tweet $u$ recurrently, i.e., $h_{\text{enc}}^{t+1} = \phi_{\text{enc}}(h_{\text{enc}}^{t}, u_t)$, as shown in Figure 2(c). Its hidden vector at the last time step $h_{\text{enc}}^{T_u}$ reflects the whole sequence. By converting it into a vector representation with the function $\psi$ in Figure 2(a), we obtain an initial value for the decoder’s hidden layer:

$$h_{\text{dec}}^{0} = \psi_{\text{dec}}(h_{\text{enc}}^{T_u})$$

After that, we map the target tweet $v$ to an input sequence $x = (\text{NULL}; v_1; \ldots; v_{T_v}; \text{NULL})$ and output sequence $y = (v_1; v_2; \ldots; v_{T_v}; \text{NULL})$, aligning their elements so as to have the decoder predict the next tokens individually at each time step. The decoder RNN $\{\phi_{\text{dec}}, \psi_{\text{dec}}\}$ in Figure 2(d) reads $x$ and predicts $y$ recurrently, i.e., $h_{\text{dec}}^{t} = \phi_{\text{dec}}(h_{\text{dec}}^{t-1}, x_t)$, using $h_{\text{dec}}^{0}$ as the initial hidden vector. To predict an output token $y_t$, we apply the output function $\psi_{\text{dec}}$ to the hidden layer vector:

$$a_t = \psi_{\text{dec}}(h_{\text{dec}}^{t})$$

$$p(y_t = i | h_{\text{dec}}^{t}) = [a_t]_i,$$

where $[\cdot]_i$ denotes the $i$-th element of a vector. Considering that the decoder hidden layer vector $h_{\text{dec}}^{t}$ reflects the context $u$, $y_1, \ldots, y_{t-1}$, we can obtain a probabilistic model for the source-target pair $\{u, v\}$ as

$$p(v | u) = \prod_{t=1}^{T_v} p(y_t | u, y_1, \ldots, y_{t-1}) = \prod_{t=1}^{T_v} [a_t]_{y_t},$$

where $T$ is set as $T_v + 1$. When we train this model over a collection of pairs $\{(u^{(1)}, v^{(1)}), \ldots, (u^{(N)}, v^{(N)})\}$, the cross-entropy cost function is

$$- \sum_{k=1}^{N} \log p(v^{(k)} | u^{(k)}).$$

Now we can train the encoder-decoder model $\{\phi_{\text{enc}}, \alpha_{\text{dec}}, \phi_{\text{dec}}, \psi_{\text{dec}}\}$ to minimize cost.

### B.2 Connecting to Sentiment Classifier from Dialog Model

We train the encoder-decoder model with large-scale conversational data as in Section B.1. To exploit the learned ability, we take out parameters from the encoder RNN of the dialog model $\phi_{\text{enc}}$ and reuse them in the RNN sentiment analysis models in Figure 2(b).

For conducting sentiment analysis, we use only the encoder part of the encoder-decoder and join it with another network $\kappa$, which consists of one fully connected layer and softmax nonlinearity in the simplest settings. We apply the joined functions to an input tweet to analyze the sentiment. The encoder $\phi_{\text{enc}}$ generates a vector representation $h_{\text{enc}}^{T_u}$, and $\kappa$ maps the representation to
a probability distribution over sentiment classes positive, negative, and neutral for the input, as in Figure 2(b). We call this combined model a sentiment classifier. We train the network $\{\phi^{enc}, \kappa\}$ in a supervised manner, consuming a set of tweets accompanied with sentiment labels.

C Examples of Generated Replies

Table 1 shows generated replies based on the pretrained encoder-decoder model. In these instances, the sentiment on the source side is well reflected on the target side. This suggests that the dialog model has learned a way to read out sentiment from a given source tweet.

D Parameter Tuning of LIBLINEAR

The following commands were used for parameter tuning of LIBLINEAR.

- LogReg: “train -s0 -ex”, s.t. $x \in \{0.01, 0.1, 1, 2, 4\}$.
- LinSVM: “train -s2 -ex -py”, s.t. $x \in \{0.01, 0.1, 1, 2, 4\}$, $y \in \{0, 0.01, 0.1, 1, 2, 4\}$.

E Details of Emoticon-based Data

The 2M dataset was created from 44.6M tweets in the training set of our dialog data. Since the 2M dataset is much smaller than the original dialog data, we prepared the 6M dataset additionally using another 92M tweets. We included each tweet as two instances: removing the emoticons from the one and leaving them in the other. In this way, we can train models that can make predictions on the basis of not only text without emoticons but also emoticons themselves as features, as in (Go et al., 2009).

F Accuracy of Sentiment Classification

Table 2 shows the accuracy results of the compared models on the sentiment classification task when varying data size (5K to 80K). Each value is the average of five trials with different random seeds for each setting.
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Table 1: Replies generated by pretrained encoder-decoder model

<table>
<thead>
<tr>
<th>Source tweet</th>
<th>Generated reply</th>
<th>English translations</th>
</tr>
</thead>
<tbody>
<tr>
<td>明日は待ちに待ったコンサートだよ</td>
<td>いいね！</td>
<td>Tomorrow I have a concert I've been really looking forward to</td>
</tr>
<tr>
<td>私もっ(๑•̀ㅂ•́)و(๑•ßen)</td>
<td>Me too (high five emoticon) ¼ :)</td>
<td></td>
</tr>
<tr>
<td>残念だったね</td>
<td>(・д・；)</td>
<td>I'm sorry to hear that ;(</td>
</tr>
<tr>
<td>後でそこちに行くよ</td>
<td>おっけー!</td>
<td>I'm coming later OK!</td>
</tr>
<tr>
<td>アメトーク見たかったー</td>
<td>おもしろいよねー</td>
<td>I missed Ame Talk (a TV program) Watching it is fun</td>
</tr>
<tr>
<td>もう、ごめんじゃ済まされないだろう、呆れる</td>
<td>それはそれで困る。</td>
<td></td>
</tr>
<tr>
<td>大学合格したよ！</td>
<td>おめでとう！！</td>
<td>I was admitted by the university! Congratulations!!</td>
</tr>
<tr>
<td>もうだめだ</td>
<td>そんなことないよ(・д・；)</td>
<td>It’s all over for me</td>
</tr>
<tr>
<td>喰つきて。</td>
<td>ひどい</td>
<td>You liar.</td>
</tr>
<tr>
<td>ちょうどいいね</td>
<td>まさかーありがとう！！</td>
<td>That’s just right</td>
</tr>
<tr>
<td>それ、すごい好き</td>
<td>うん、かっこいいよね</td>
<td>I really like it</td>
</tr>
</tbody>
</table>

Table 2: Accuracy (%) of sentiment classification of each model versus labeled data size. **Dial** is our proposed method, and † in its row indicates statistically significant difference from the corresponding value of **Lang** (p < 0.05).